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[1] TWINS is the first mission to perform stereo imaging of the Earth’s ring current.
The magnetic storm on 22 July 2009 was at the time the largest storm observed since
TWINS began routine stereo imaging in June 2008. On 22 July 2009, the Dst dropped to
nearly −80 nT at 0700 and 1000 UT. During the main phase, and at the peak of the
storm, TWINS 1 and 2 were near apogee and moving between predawn and postdawn
local time. The energetic neutral atom (ENA) imagers on the two spacecraft captured the
storm intensification and the formation of the partial ring current. The peak of the
high‐altitude ENA emissions was seen in the midnight‐to‐dawn local time sector. The
development of this storm has been simulated using the comprehensive ring current model
(CRCM) to understand and interpret the observed signatures. We perform CRCM runs
with constant and time‐varying magnetic field. The model calculations are validated by
comparing the simulated ENA and ion flux intensities with TWINS ENA images and in
situ ion data from a THEMIS satellite. Simulation with a static magnetic field produces a
strong shielding electric field that skews the ion drift trajectories toward dawn. The
model’s corresponding peak ENA emissions are always more eastward than those in the
observed TWINS images. On the other hand, the simulation with a dynamic magnetic field
gives better spatial agreement with both ENA and in situ particle data, suggesting that
temporal variations of the geomagnetic field exert a significant influence upon global
ring current ion dynamics.
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1. Introduction

[2] The Two Wide‐angle Imaging Neutral‐atom Spec-
trometers (TWINS) mission is a NASA Explorer Mission of
Opportunity to stereoscopically image the magnetosphere
for the first time. TWINS 1 and 2 instruments fly on host
spacecraft in Molniya orbits at 63.4° inclination with apo-
gees of 7.2 RE and perigees of 1000 km altitude, respec-
tively. The orbit period is about 12 h. TWINS began its full
science operation in June 2008 and since then it has been
nearly continuously providing stereo images of the mag-
netosphere. Both TWINS 1 and 2 are equipped with an
energetic neutral atom (ENA) imager and a Lyman‐alpha
detector. The instruments are mounted on rotating actuators
to achieve broad, roughly nadir‐centered viewing [McComas
et al., 2009].
[3] ENAs are created when energetic ions charge

exchange with ambient neutral atoms [Roelof, 1987]. ENA
imaging is a powerful tool to reveal the temporal and spatial
development of the ring current, plasma sheet and ion

precipitation [Roelof et al., 1985; Roelof, 1997; Fok et al.,
2003; Scime et al., 2002; McComas et al., 2002]. The
TWINS Lyman‐alpha detectors measure radiations produced
by resonant scattering of solar Lyman a from exospheric
neutral H. Techniques have been developed to derive neutral
H density profiles from these geocoronal emissions [Rairden
et al., 1986; Østgaard et al., 2003]. Accurate measurements
of the H density profiles are crucial in ENA image inversion
to quantitatively recover the ion distributions.
[4] The first ENA image of the ring current was captured

by the ISEE 1 satellite during the main phase of the geo-
magnetic storm on 29 September 1978 [Roelof, 1987; Roelof
and Williams, 1988]. This image showed a strong day‐night
asymmetry of the storm time ring current. ENA emissions
from the ring current were also observed by the Polar
satellite [Henderson et al., 1997; Reeves and Henderson,
2001]. Reeves and Henderson analyzed the composite
ENA images during isolated and storm time ion injections.
They found the two types of injection differed primarily in
local time extent and particle intensity. For isolated injec-
tions, ENA fluxes exhibited westward drift and dispersion,
while during storm time injections, fluxes expanded east-
ward as well as westward to encompass most of the night-
side. Moreover, ENA intensities during storm time
injections were stronger and stayed elevated for longer
periods of time than those at isolated injections.
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[5] The Image for Magnetopause‐to‐Aurora Global
Exploration (IMAGE) was the first mission that carried
dedicated ENA imagers to study the global structure and
dynamics of the ring current [Burch, 2000; Mitchell et al.,
2000; Pollock et al., 2000]. Mitchell et al. [2003] exam-
ined the temporal variations of H and O ENA images from
the high‐energy neutral atom (HENA) imager on IMAGE
during storms. They observed that the increase in O ENA
intensity was well correlated with the auroral substorm
onset. Pollock et al. [2003] analyzed ENA images of low‐
and high‐energy H+ during to storm on 10 June 2000. They
found low‐energy H+ drift slower and decay faster than
higher‐energy H+. The estimated drift velocity and loss rate
were consistent with theoretical calculations. C:son Brandt
et al. [2002] studied the local time distribution of HENA
emissions during several storms. They noticed that the peak
of ENA intensity shifted eastward to dawn with increasing
interplanetary magnetic field (IMF) By. Later studies by Fok
et al. [2003] and Ebihara and Fok [2004] confirmed that
skewed electric fields caused the postmidnight enhancement
of ring current ions. A strong shielding field, generated by
the storm time ring current, is the main source that twists the
potential contours eastward and thus alters the ion flow
pattern.
[6] TWINS began routine stereo imaging in June 2008

during the deep minimum of solar cycle 23. The Sun was
very quiet and so was the geomagnetic activity. However,

recurring high‐speed solar wind streams can trigger sub-
storm injections and particle acceleration even during
minimum solar condition [Baker et al., 1998]. On 22 July
2009, strong southward IMF of ∼20 nT and increased solar
wind density reached the Earth, followed by a high‐speed
stream. The magnetosphere responded with substorm and
storm signatures, where AL attained a value ∼1000 nT at
0400 UT and Dst of −79 nT at 1000 UT. This was the
largest storm in years 2008 and 2009. Figure 1 shows the
solar wind By, Bz, speed and density measured by the ACE
satellite, and geomagnetic indices symH, Dst, AU, and AL
on 22 July 2009. The solar wind parameters have been
shifted to the bow shock by omniweb (http://omniweb.gsfc.
nasa.gov/html/HROddocum.html). During the main and
recovery phases of the storm, either TWINS 1 or 2 was near
apogee and moving from predawn to postdawn local time.
The ENA imagers on the two spacecraft captured the storm
intensification and the formation of the partial ring current.
The peak of the ENA emissions was seen in the midnight‐
to‐dawn sector. An in depth report and analysis of TWINS
observations on 22 July 2009 are presented by Valek et al.
[2010].
[7] In order to better understand and interpret the

observed signatures from TWINS ENA images on 22 July
2009, we simulated the development of this storm using the
comprehensive ring current model (CRCM) [Fok et al.,
2001]. In the following, we present a brief description of
the CRCM and model setup to calculate the ring current ion
distribution. The simulated ENA and ion flux intensities are
then compared with TWINS images and in situ ion data
from THEMIS (Time History of Events and Macroscale
Interactions during Substorms) satellites [Angelopoulos,
2008; Sibeck and Angelopoulos, 2008]. Finally, we dis-
cuss how the shielding field produced by the ring current
and the effect of magnetosphere‐ionosphere (M‐I) coupling
influence the structure and dynamics of the storm time ring
current.

2. Model the 22 July 2009 Storm With the
Comprehensive Ring Current Model

2.1. The Comprehensive Ring Current Model (CRCM)

[8] The comprehensive ring current model (CRCM)
combines the Rice Convection Model (RCM) [Harel et al.,
1981] and the Fok ring current model [Fok and Moore,
1997]. To couple with the Fok model, the RCM algorithm
for calculating Region 2 currents has been generalized to
arbitrary pitch angle distribution [Fok et al., 2001]. Two
main equations are solved in the CRCM: (1) the kinetic
equation of ring current ion distribution functions, and (2)
the equation of ionospheric potential,
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where fs is phase space density of ring current species s and
hvsi is the bounce‐averaged drift velocity. The right‐hand
side of equation (1) represents charge exchange and loss

Figure 1. Solar wind parameters and geomagnetic indices
during the storm on 22 July 2009. (a, b) Solar wind para-
meters are shifted from ACE satellite to the bow shock.
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cone losses. Particles in the loss cone, which is set at 120 km
altitude, will experience collisions with the atmosphere and
the lifetimes are assumed to be one half of the bounce
periods. In equation (2), F is potential at the ionosphere; �

$

is a conductance tensor; Jk is the field aligned current and
I is the magnetic dip angle at the ionosphere.
[9] In this study, we use the magnetic configuration

modeled by the Tsyganenko 1996 (T96) model [Tsyganenko
and Stern, 1996]. The ring current H+ and e− are considered
and charge exchange losses are applied to ions only. CRCM
calculations are started at 1800 UT on the previous day (21
July) with an empty magnetosphere. The boundary distri-
bution on the nightside at 10 RE equator is assumed to be
Maxwellian with ion temperature and density given by the
model of Tsyganenko and Mukai [2003]. Electrons are
assumed to have the same density as the ions at the
boundary but their temperature is lower by a factor of 7.8
(Te = Ti/7.8) [Baumjohann et al., 1989]. The conductance
tensor in equation (2) superimposes an auroral enhancement
of Hardy et al. [1987] on a background conductance based
on models of the atmosphere, ionosphere and collision
frequency [Hedin, 1991; Bilitza et al., 1993; Riley, 1994].
The potential at the poleward boundary is given by the
Weimer model [Weimer, 2001]. With specifications of the
magnetic field, initial and boundary particle distributions,
and electric potential at the polar cap, the CRCM calculates
the three‐dimensional particle distributions in the inner
magnetosphere, and Region 2 currents and potentials in the
subauroral ionosphere.

2.2. CRCM Simulation of the Storm on 22 July 2009

[10] We have performed two CRCM runs. In the first
(Run 1) the magnetic field is constant over time. We use the
T96 model with parmod (1:4) = 1.2, −30, 0, −3. Note that
parmod (1:4) in T96 correspond to solar wind dynamic
pressure in nPa, Dst, IMF By and Bz in nT, respectively
[Tsyganenko, 1995]. In the second (Run 2) we update the
magnetic configuration every 5 min with parmod(1:4)
specified according to the time‐shifted solar wind para-
meters from the ACE satellite and Dst index from the World
Data Center for Geomagnetism, Kyoto, Japan. In Run 2, the
effects of inductive electric field because of time‐varying
magnetic field are thus taken into account. We have
assumed that field lines are rooted at the ionosphere, so that
the inductive electric field there is zero. However, the shapes
of field lines at higher altitudes vary as a function of time
according to parmod(1:4). If field lines are perfect con-
ductors in which the potential is constant along a magnetic
field line, the field line motion at high altitudes, e.g., at the
equator, will generate an induction electric field of the form
[Fok et al., 2005; Wolf et al., 2007],

Eind ¼ �vo � Bo ð3Þ

where vo and Bo are the field line velocity and magnetic
field at the equator.
[11] In the top panel of Figure 2, Dst, symH, and symH*

are depicted. The lower panels of Figure 2 show equatorial
ion pressure and H+ flux at 12 keV from Run 1 with fixed B
field (Figures 2a and 2b) and Run 2 with time‐varying B
(Figures 2c and 2d). The white circles on the equatorial plots
are geosynchronous orbits. The observed symH* is esti-

mated from the symH index as follow [Burton et al., 1975;
Gonzalez et al., 1994; Kozyra et al., 2002]:

symH* ¼ symH=1:5� 0:2P1=2 þ 20 ð4Þ

where P is the solar wind dynamic pressure in eV · cm−3.
The correction is performed to eliminate effects other than
the ring current on the symH index.
[12] In Figure 2a, the calculated pressure from Run 1 is

shown at times marked by vertical bars in the symH plot. At
0320 UT, the ion pressure peak is located at ∼6.5 RE in the
dusk‐midnight sector; the storm continues to intensify. At
0455 UT, a high‐pressure region extends in both local time
and radial directions. The storm has a brief recovery at
∼0600 to 0800 UT because of the northward turning of the
IMF and the corresponding decrease in the convection
strength. Some particles which are originally in open drift
paths may find themselves drifting in closed paths. As a
result, at 0820 UT, ion pressure disperses to the dayside and
becomes more symmetric in local time. Then the second
injection starts as the IMF turns southward again. At 0905
UT, strong pressure is seen on the nightside well inside the
geosynchronous orbit. Then the abrupt IMF northward
turning triggers a rapid symmetrization of ion distribution
in local time, as seen in the pressure plot at 0955 UT.
The storm then enters into a slow and long recovery. At
1705 UT, the CRCM predicts a typical quiet time symmetric
ring current with the peak pressure located at ∼5 RE.
[13] Ions with particular energies behave differently from

the overall pressure (1–180 keV). Figure 2b shows the
calculated equatorial H+ flux at 6–18 keV from Run 1
during the times marked in the Dst plot. The 12 keV (6–18
keV) ions exhibit temporal evolution similar to the pressure,
showing enhancements during storm injections and signifi-
cant decrease in intensity at late recovery. On the other
hand, there are noticeable differences in spatial structures
between pressure and the 12 keV ions. Relatively, the 12 keV
ion fluxes peak near midnight to dawn but the pressure
peaks in the dusk‐midnight sector. This suggests that for
this event the major contributors to the pressure are ions
with higher energies whose fast westward magnetic drift
bring the pressure peak to the premidnight sector. Another
feature worth mentioning in the 12 keV ion flux is the
localized deep earthward penetration near local dawn. Tip‐
like structures at dawn at the inner edge of the ring current
are seen around the peak of the storm (times 2–5) when
convection is strong. In this period of time, a robust ring
current had been established and the associated shielding
field twisted the potential pattern eastward near dawn [Wolf,
1974; Fok et al., 2003; Ebihara and Fok, 2004]. This flux
incursion of tens of keV ions can be found in both major
and moderate storms [Buzulukova et al., 2010]. Figure 3a
plots the calculated convection potentials at the equator at
0455 UT. Contours are 4 kV apart. The skewing of potential
contours near dawn is clearly seen. In Figure 3b we plot the
drift trajectories of equatorially mirroring ions with mag-
netic moment of 107 keV/T, assuming a static convection
field. Ion energy at 0500 MLT at 3 RE is 12 keV. Figure 3b
shows that ions convecting inward from midnight would
turn eastward toward dawn. This drift pattern does not pro-
duce exactly the spatial structure in Figure 2a because the
convection field is not static in the CRCM run. However, it
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provides clues about the predawn flux enhancement of tens
of keV ions. This localized ion peak near the Earth has no
major effect on the total pressure (Figure 2b), however, it
could be significant in ENA emissions. The charge
exchange rate and thus ENA production is proportional to
neutral density, which increases rapidly with decreasing
distance from the Earth.
[14] Returning to Figure 2, the lower half of the figure

shows CRCM results from Run 2 in which the magnetic
field is updated every 5 min. The spatial structure of the ion
pressure (Figure 2c) is very different from those in Run 1.
At 0320 and 0455 UT during ion injections, the strong ion
pressure is located further away from the Earth and more
toward the dusk‐midnight sector. At 0820 UT, the CRCM
predicts a more deeply penetrating but weaker ring current.

At 0905 UT, the calculated ion pressure increases in mag-
nitude, local time and radial extent. High ion pressure then
expands to all local times at 0955 UT. At the storm’s late
recovery at 1705 UT, Run 2 predicts deep earthward pene-
tration of ions and a much stronger ion pressure when
compared with that in Run 1. We find that these deeply
penetrating particles are ions with a mean energy of ∼50 keV.
The inductive electric field associated with fluctuating
magnetic fields enhances the radial transport of ions, espe-
cially high‐energy ions [Chen et al., 1993]. Figure 2d plots
the 12 keV H+ fluxes from Run 2. Similar to the case of
static magnetic field, the calculated fluxes from Run 2 peak
in the midnight‐dawn sector during the main and early
recovery phases and become symmetric in local time at
1705 UT. However, the predawn enhancement near the

Figure 2. (top) Dst (green), symH (purple), and symH* (blue). (a–d) CRCM simulation results of the
storm on 22 July 2009 at times marked by the magenta lines in the top panel. Figures 2a and 2b show
calculated ion pressure in nPa and 6–18 keV H+ flux in cm−2s−1sr−1keV−1, respectively. Figures 2c
and 2d have the same format as Figures 2a and 2b except for Run 2 with dynamic B.
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Earth is just barely seen at 0455 UT and disappears at later
times. Figure 3c shows the CRCM potential at 0455 UT
from Run 2. When compared with Run 1, this run predicts
a less twisted potential pattern. The weaker ring current
produced in Run 2 at 0455 UT results in weaker shielding
and thus less eastward skewing of the potential contours.
The drift paths of equatorially mirroring ions with mag-
netic moment of 107 keV/T are plotted in Figure 3d. The

dawnward movement of ions is again evident. However, in
Run 2, both convection and magnetic field are varied with
time. The skewing effect is smoothed out in the fluctuat-
ing fields and thus the dawn “tip” is only barely seen at
0455 UT.

3. TWINS Observations of the Storm on 22
July 2009

[15] Both TWINS 1 and 2 were operated normally on 22
July 2009. They are in orbits roughly 90° apart with apogees
that straddle dawn local time. The large orbit phase offset
between TWINS 1 and 2 allows continuous monitoring of
the storm at high altitude (see also Valek et al. [2010]). This
full coverage of storm development was not previously done
by single‐spacecraft missions, such as IMAGE. Figure 4a
plots the ENA images of 6–18 keV taken from TWINS 1
(TW1) and TWINS 2 (TW2) at the same times as in
Figure 2. Each image is composed of data averaged over 10
sweeps of ∼15 min accumulation time. The limb of the Earth
and dipole field lines of L = 4 and 8 at four magnetic local
times are drawn as spatial references; field lines at noon are
colored in red and dusk field lines in magenta. The bow tie–
like strong emission at 0455 UT is an internal scattering
effect of the intense low‐altitude ENAs [Valek et al., 2010].
Figure 4a shows that TWINS 1 and 2 capture the storm
growth from 0320 to 0455 UT, the brief recovery at
0820 UT, the second intensification at 0905 and 0955 UT,
and the late recovery at 1705 UT. Low‐altitude emissions
(LAE) are seen early on the day and fade away at 0955 UT
while high‐altitude ring current emissions (RCE) are still
prominent. The leading of LAE over RCE during storms
and substorms has been previously observed and modeled
[C:son Brandt et al., 2002; Fok et al., 2006]. LAE are
generated by precipitating ions and ions with mirror points
near the Earth. During storm and substorm injections, ions
are transported earthward from the plasma sheet, from a
region where they are mostly with isotropic to field‐aligned

Figure 4. (top) Dst (green), symH (purple), and symH* (blue). (a) TWINS 6–18 keV H fluxes in
cm−2s−1sr−1eV−1 and (b–c) CRCM calculated images at the times marked by magenta bar in the top panel.

Figure 3. (a, c) CRCM calculated potentials at 0455 UT
on 22 July 2009. (b, d) Calculated drift paths at the same
time of equatorially mirroring ions with magnetic moment
of 107 keV/T.
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pitch angle distributions [Mauk and McIlwain, 1975; Mauk
and Meng, 1986; Fok et al., 2006]. These freshly injected
ions thus produce strong LAE. During the recovery phase,
most of the field‐aligned ions are already lost and a sharp
decrease in LAE is expected. The trapped ring current ions
with pitch angle near perpendicular direction are relatively
long‐lived and decay gradually into full recovery.
[16] As shown in Figure 4a, the RCE is strongest in the

midnight‐dawn sector. When the ring current is weak at
times 1, 3, and 6, peak emissions are found closer to mid-
night. When the ring current is stronger at times 2, 4, and 5,
higher intensity emissions extend to dawn local time. In
order to understand the observed spatial structures and
temporal variations of RCE, we calculate ENA emissions
based on the CRCM 12 keV (6–18 keV) H+ fluxes shown in
Figure 2. Even though equatorial fluxes are plotted in
Figure 2, the CRCM provides ion intensity and pitch angle
distribution in three‐dimensional space [Fok and Moore,
1997; Fok et al., 1995, 2001]. To simulate what TWINS
would see, we perform line of sight integration from
the TWINS position to the CRCM simulation domain
boundary:

jENA ¼
Z

jion �H;Hþ nH dl ð5Þ

where jion is the H+ differential flux output from the
CRCM, nH is H geocoronal density, and sH,H

+ is the charge
exchange cross section of H+ ions with neutral H. We use
the model of Rairden et al. [1986] for the neutral H density.
In this study, we only consider the charge exchange inter-
action between ring current ions and the H geocorona. The
contribution from the neutral oxygen is ignored. As a result,
we underestimate the low‐altitude emission. In the future,
we will apply the thick‐target technique [Bazell et al.,
2010] to calculate emissions at low altitudes. For the
present work we would focus on the high‐altitude ring
current emissions only.
[17] Figures 4b and 4c plot the CRCM 12 keV H ENA

calculated from ion fluxes of Run 1 and Run 2 at the times
when TWINS data are shown. Note that the color scales of
the calculated ENA fluxes are not the same as scale for the
TWINS data. As mentioned above, the ENA calculations
exclude the contribution from neutral O, so the observed
strong LAE at times 1–4 are not seen in the CRCM ENA
images. However, the CRCM reproduces the two periods of
storm intensification, and the brief recovery in between, as
seen in the TWINS RCE data (Figure 4a). The model also
predicts strong emission in the midnight‐dawn sector at
times 1–5 that is consistent with TWINS observations.
When comparing results from the two CRCM simulations,
Run 1 produces stronger ENA fluxes near the Earth at dawn
at times 2–4. These localize emissions are mainly produced
by the “tip” structure at dawn seen in the 12 keV H+ flux
(Figures 2b–4). Even though the ion flux intensities of the
“tips” are low, the associated ENA emissions are high
because of elevated neutral H densities at these altitudes.
The “tip” structure is barely seen in the CRCM Run 2
(Figure 2d). As a result, the corresponding ENA emissions
are relatively mild and smooth (Figure 4c).
[18] When comparing the simulated ENA images from the

two CRCM runs with the TWINS images, the run with

dynamic magnetic field (Run 2) seems to agree with data
better than the run with static magnetic field (Run 1). Run 1
produces strong emissions at dawn at times 2–5, which are
not consistent with the observations. Relatively, ENA fluxes
from Run 2 reproduce the peak location and local time
extent of the TWINS images very well. This study has
demonstrated the influences of magnetic field morphology
and fluctuations on ring current structure and dynamics
[Ebihara et al., 2008; Fok and Moore, 1998; Fok et al.,
1999, 2006; Zaharia et al., 2006] and is consistent with
the study by Wolf et al. [2007] that magnetic field variations
can weaken the shielding effect by the ring current.

4. THEMIS‐CRCM Comparison

[19] In situ measurements provide the “ground truth” of
global modeling and imaging data [Vallat et al., 2004]. On
22 July 2009, both THEMIS‐D and E satellites passed
through the inner magnetosphere. The top panels of Figure
5 plot the orbit of THEMIS‐D projected on SM X‐Y, Y‐Z
and X‐Z planes. It can be seen in the Figure 5 that the orbital
planes are very close to the SM equator with apogee near
1600 MLT and perigee 0400 MLT. The solid state telescope
(SST) and electrostatic analyzer (ESA) [Angelopoulos,
2008; McFadden et al., 2008] measure ion distribution
functions in energy ranges of 5 eV to 25 keV (ESA) and
25 keV to 1 MeV (SST). Figure 5a plots the energy flux
measured by ESA and SST on THEMIS‐D (TH‐D) from
0600–1700 UT on 22 July 2009. The SST instrument did
not respond well at low energies, so there was a data gap from
20 to 30 keV in the spectrogram (Vassilis Angelopoulos,
private communication, 2010).
[20] TH‐D entered the magnetosphere at dusk local time,

then passed through the inner magnetosphere on the night-
side to the inner edge of the ring current. The peak flux
during the inbound pass is at ∼20 keV. A “nose” structure
[Smith and Hoffman, 1974; Ejiri et al., 1980; Ganushkina
et al., 2001; Buzulukova and Vovchenko, 2008] is seen at
∼1015 UT showing the deep penetration 20 keV ions down
to 2.5 RE. On the outbound pass, a bite‐out (labeled with a
red arrow) at ∼10 keV is seen at 0700 MLT. This is also a
well observed signature often found in satellite energy‐time
spectrograms [McIlwain, 1972; Lennartsson et al., 1981;
Buzulukova et al., 2002; Ebihara et al., 2004]. Ions of
certain energies, experience eastward and westward drifts
that are similar in magnitude, resulting in very slow drift
velocity. The “hole” in the energy spectra corresponds to
particles at these energies which have either not yet reached
the observation point or which have experienced significant
losses during their slow drift to the observation point. TH‐D
then continued to move through the core of the ring current
to the dayside magnetopause.
[21] A relatively subtle signature is seen in the TH‐D

spectrogram (Figure 5a) between the two Dst minima at
0730–0900 UT. A substorm growth and then expansion
were taking place during this time period as indicated from
the AL index (Figure 1d) and from the GOES‐11 magnetic
field data (not shown). TH‐D was moving in the dusk sector
near the geosynchronous orbit at this time. A “negative
slope” is found in the energy spectrogram, that is, flux drop
out first seen at energy of ∼20 keV and then particle
injection during substorm expansion with lower‐energy ions
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led by higher‐energy ones. This wedge structure is well
known during substorm injections [DeForest and McIlwain,
1971; Mauk and Meng, 1983; Fok et al., 1999; Ebihara
et al., 2001]. High‐energy ions injected from midnight
drift westward with high speed and reach the dusk obser-
vation point earlier than ions with lower energies.
[22] Next we examine how well the CRCM reproduces

the features in the TH‐D spectrogram. Figures 5b and 5c
display the simulated energy spectra along the TH‐D orbit
on 22 July 2009. Both CRCM runs reproduced reasonably
well the general structure of the TH‐D spectrogram: energy
of the peak flux, nose structure and drift hole. Run 1 predicts
zero fluxes at all energies after 1650 UT when TH‐D exited
the T96 magnetopause of this particular run. Moreover, Run
1 predicts a larger flux drop out at the inner edge of the ring

current and a wider bite‐out (red arrow) at the drift hole.
Run 2 with dynamic magnetic field (Figure 5c), on the other
hand, predicts a deeper penetration of the ring current that
agrees better with the TH‐D data. The drift‐stagnation fea-
ture is also well reproduced. Run 2 also better reproduces
the observed flux decrease followed by ion injection around
0800 UT at the time of substorm growth and expansion (red
circles in Figures 5a and 5c). IMF Bz is going southward
from 0800 to 0900 UT and then abruptly turning northward
at 0900 UT (Figure 1a). In T96, the southward turning of
IMF Bz produces a stretched magnetotail and northward
turning results in a contracted (more dipolar) magnetotail.
Run 2 with time‐varying T96 thus in some degree mimics
the substorm growth before 0800 UT and the subsequent
expansion. Once again we have demonstrated that radial

Figure 5. (top) The orbits of THEMIS D (blue) and E (red) projected on SM X‐Y, Y‐Z, and X‐Z planes
on 22 July 2009. (a) ESA and SST spectrogram from THEMIS‐D. (b and c) CRCM calculated spectrogram
from Run 1 and Run 2, respectively. Red arrows indicate the drift‐holes in Figures 5a–5c.
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transport associated with time‐varying magnetic field is
important in distributing particles in the inner magneto-
sphere. This is consistent with the previous study by
Ganushkina et al. [2005, 2006] that substorm associated
inductive electric field produces fast inward motion of nose
structures.
[23] The low‐energy (<500 eV) ions observed by TH‐D,

especially the high fluxes in the period of 1200 to 1400 UT
are not seen in the CRCM simulations. Low‐energy ions (a
few 500 eV) have been observed in the inner magnetosphere
[Lennartsson and Sharp, 1982; Horwitz et al., 1982; Shelley
et al., 1985; Chen and Moore, 2006; Chappell et al., 2008].
The source of this “warm” ion population is not definitely
known yet. Nagai et al. [1983] suggested that these warm
ions are auroral outflowing ions, which are heated and
scattered in pitch angle so that they become trapped. From
the results of their theoretical calculations, Fok et al. [1993]
proposed that the storm time buildup of warm ions is a result
of energy degradation of ring current ions caused by Cou-
lomb collisions with the plasmasphere. Another suggested
mechanism is circulation of ionospheric polar wind ions
through the magnetosphere and their subsequent energiza-
tion and contribution to the warm ions observed in the inner
magnetosphere [Chappell et al., 2008]. Our CRCM runs in
this study consider neither of the above processes and thus
we are not reproducing the high fluxes of low‐energy ions
seen by TH‐D during the 22 July 2009 storm. However,
inclusion of the low‐energy ion sources will be pursued in
our future investigations.

5. Discussion and Conclusions

[24] The magnetic storm on 22 July 2009 was the largest
storm seen during the prolonged minimum of solar cycle 23.
We have studied this storm by performing CRCM simula-
tions and analyzing ENA data from TWINS and in situ ion
data from THEMIS‐D. The agreement between the model
calculations and satellite observations is, in general, very
good. The simulations are able to account for the postmid-
night peak of 12 keV H ENAs, and the nose and drift‐hole
structures in the energy‐time spectrogram.
[25] In general, CRCM Run 2 with the time varying

magnetic field reproduces the observable signatures of the
storm time ring current better than Run 1 with static field.
However, Run 2 overestimates the earthward diffusion of
high‐energy (>50 keV) ions during the long recovery
(Figure 5d). Also, the simulations fail to reproduce some
small‐scale structures seen in the THEMIS spectrogram. We
plan to revisit this discrepancy using the CRCM coupled
with a magnetohydrodynamics (MHD) model, in which the
MHD model would provide global magnetic field, polar cap
potential and ion distribution at the CRCM outer boundary
in the plasma sheet. This approach will allow consistent
treatment of the global magnetic reconfiguration and the
density and temperature variations in the ring current source
region [Keller et al., 2005; Fok et al., 2006; Moore et al.,
2008] and will hopefully allow an even more quantitative
comparisons of the TWINS imaging data and model cal-
culations.
[26] In this paper we use a spherically symmetric hydro-

gen density model [Rairden et al., 1986] to calculate the
ENA emissions. Previous studies have shown that exo-

sphere density can vary with latitude, local time, season and
solar cycle [Hodges, 1994; Østgaard et al., 2003]. As
mentioned above, the TWINS LAD measures the Lyman‐a
resonance emissions and the global exospheric density can
be derived from the LAD data [Zoennchen et al., 2010]. In
the future, we plan to use the TWINS‐LAD derived neutral
density to calculate the ENA emissions in order to reduce
errors coming from simply using an average neutral model.
[27] In summary, we have performed two CRCM runs to

study the storm on 22 July 2009: Run 1 with static magnetic
field and Run 2 with time varying magnetic field. The
simulation results are compared with TWINS ENA and
THEMIS ion data. We found the fowllowing:
[28] 1. The shielding field in Run 1 is stronger than that in

Run 2.
[29] 2. Run 1 produces more eastward skewing of

potential lines than Run 2.
[30] 3. Run 2 produces better agreement of the flux

intensity and local time distribution with TWINS 12 keV
ENAs than Run 1.
[31] 4. The nose and drift‐hole signatures seen in the

THEMIS‐D energy‐time spectrogram are better reproduced
by Run 2 than Run 1.
[32] We have demonstrated the importance of magnetic

field fluctuations and the associated inductive electric field
in controlling the ring current structure and dynamics. The
inductive electric field plays a more vital role during mod-
erate storms when convection is relatively modest. The
magnetosphere shows much more small‐scale complexity
(e.g., THEMIS observations) than the models can account
for, while TWINS ENA imaging provides the big picture.
Ultimately it should be possible to use TWINS to further
develop the modeling to expose what are local fluctuations
versus global properties and structures.
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